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ABSTRACT
In this paper, after reviewing the main points of random number and logistic map, we introduced a pseudorandom number generator (PRNG) using image processing that the image has the uniform two color distribution similarly evolving along its length and width i.e. it is symmetric with respect to the y=x, that we use simplest image, that is, checkerboard. It is very simple, convenient and fast for PC platforms. To evaluate the randomness of the binary sequences generated by the PRNG, the two basic tests: monobit test, serial test and the most stringent tests of randomness: the NIST suite tests were performed. As a result, no shortcoming have been observed in the binary sequences generated by the proposed PRNG.
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1. INTRODUCTION
Cryptography is always very important in data origin authentications, entity authentication, data integrity and confidentiality. The good random number generator is intransitive in cryptography for generation of cryptographic keys, allegorically, secret keys utilized in symmetric cryptosystems [11,5] and large numbers is intransitive in asymmetric cryptosystems [10,16], because of unpredictable, should better be generated randomly. In addition, random number generators in many cryptographic protocols, such as to create challenges, padding bytes, blinding values, nonces are employed [1,18,17]. Random number generators can be classified into three classes which are pseudorandom number generators (PRNGs), true random number generators and hybrid random number generators. PRNGs use deterministic processes to generate a series of outputs from an initial seed state [2,3,14]. True random number generators use of non-deterministic source (i.e., the entropy source), along with some processing function (i.e., the entropy distillation process) to generate the random binary sequence [11]. These sources consist of physical phenomena such as atmospheric noise, thermal noise, radioactive decay and even coin-tossing [20]. For running on a personal computer (PC), all the above mentioned sources for true random number generators require additional devices. Considering the above description, PRNGs are usually easier, cheaper and faster than true random number generators for PC applications. Many PRNGs using chaotic maps have been established. Most of them have very complex structures. As we know, complexity of defining equations of the deterministic processes is not a necessary condition for generation of a random binary sequence, as well as, this complexity makes the use of PRNGs be boring. Therefore, in this paper, we propose the new simple pseudorandom number generator (PRNG) based on image processing that the image has the uniform two color distribution similarly evolving along its length and width i.e. it is symmetric with respect to the y=x. The proposed PRNG is more speed, convenient, simple and secure than general PRNGs. To demonstrate these features, we use simplest chaotic map and image, that is, chaotic logistic map and checkerboard. The random sequences produced by the generator is evaluated using the monobit test, the serial test and the 15 statistical tests recommended by U.S. NIST [11]. Experimental results show that this PRNG possesses good uniformity and randomness properties. This paper is arranged as follows. In Section 2, the properties of the logistic map are discussed. In Section 3, we introduce the Proposed pseudorandom number generator. In Section 4, we discuss the uniformity and randomness of the binary sequences generated by the Proposed pseudorandom number generator and finally, in Section 5, we conclude the paper.

2. THE LOGISTIC MAP
The logistic map is one of the most studied discrete chaotic maps. It is well-known as very sensitive to both system variable and control parameter. In addition, other features such as ergodicity, pseudo-randomness and unpredictable behavior. Therefore, it possesses great potential for various cryptographic applications such as image encryption [4,22], publickey cryptography [13], key agreement protocol [17], block cipher [5], and hash function [15,19,21]. It was first...
proposed as pseudo random number generator by Von Neumann in 1947 partly because it had a “known algebraic distribution and mentioned later, in 1969, by Knuth [8,9]. The simplest form of the logistic map is given by:

\[ x_{n+1} = rx_n(1 - x_n) \]  

(1)

where \( x_0 \in (0,1) \) and \( r \) are the system variable and control parameter, respectively, and \( n \) is the number of iterations. Thus, given a control parameter \( r \) and a system value \( x_0 \); time series of logistic map \( \{ x_n \}_{n=0}^{\infty} \) is computed. Here, we refer to \( x_0 \) and \( r \) as the initial state of the logistic map. In the following we use the chaotic logistic map (Fig 1), for the generation of random binary sequences for cryptographic applications, as follows:

\[ x_{n+1} = rx_n(1 - x_n), \text{ for } x_0 \in (0,1), \text{ and } r \in (3.99996,4) \]

As stated in [12], The choice of \( r \) in the equation above guarantees the existence of a chaotic orbit that can be shadowed by only one map as stated in [8]. In addition, the above map is supposed to have good qualities as a PRNG when \( r \equiv 4 \) [6].

Step 1. For each pixel of the image a coordinate \((x,y)\) is assigned.

Step 2. With using two chaotic maps (in this case, chaotic logistic maps) choose a pixel of image in each iterate.

Step 3. If the pixel is white, the pixel is assigned a value of 1. Otherwise, it is assigned a 0 value.

Step 4. Generate random binary sequence with iterate of step 2 and step 3 (See Fig. 3).

One point that should be noted, security issue is the size of the input space. If it is not large enough, the attackers may guess the image with brute-force attack. In our experiments, we use the checkerboard image with 256×256 pixels. Hence, the size of the input space only for checkerboard image is no less than \( 2^{256} \). This size is large enough to defeat brute-force by any super computer today.

3. PROPOSED PSEUDORANDOM BIT GENERATOR

To consider a image with the size of 256×256 pixels that the image has the uniform two color distribution similarly evolving along its length and width i.e. it is symmetric with respect to the y=x, such as checkerboards which are simplest image form this type. Some of checkerboards as shown Fig.2.

![Fig. 1. Bifurcation diagram of logistic map.](image1)

**Fig. 2.** (a) checkerboard of 2×2 blocks, (b) checkerboard of 8×8 blocks, (c) checkerboard of 16×16 blocks, (d) checkerboard of 64×64 blocks.

Since the image is 256×256 pixels while the output is a random number containing \( n \) bits (\( n \geq 10 \)) there must be a transformation from 2D (2 dimension) signal to 1D signal during the processing. In our experiments, a simple method is used to perform such as transformation, which is composed four steps:

1. Assign a coordinate \((x,y)\) for each pixel of the image.
2. With using two chaotic maps (in this case, chaotic logistic maps) choose a pixel of image in each iterate.
3. If the pixel is white, the pixel is assigned a value of 1. Otherwise, it is assigned a 0 value.
4. Generate random binary sequence with iterate of step 2 and step 3 (See Fig. 3).

4. ANALYSIS OF RANDOMNESS OF BIT SEQUENCES

In this section, We have survey the randomness and uniformity of the several binary sequences of large size, generated by the PRNG for different sets of control parameter and initial conditions of chaotic maps and images. Here, we show the results for 10000 and 15000 sized binary sequences corresponding to the following parameter values of the four sets: (4, 0.2, 0.6, a), (3.9999, 0.3, 0.4, b), (3.99998, 0.5, 0.8, c), (3.99997, 0.7, 0.6, d), where the first parameter value represents the control parameter value which is same for both logistic maps, and the second and third one as the initial condition for the two logistic maps, and fourth one as the number of checkerboard images, as...
shown in Fig.2. For convenience, these four sets are designated as \((r_1, x_1, y_1, a), (r_2, x_2, y_2, b),
(r_3, x_3, y_3, c), (r_4, x_4, y_4, d)\). We discuss in the following paragraph of this Section the result and conclusions of our study of the different statistical tests to observe the randomness and uniformity of the binary sequences generated by the proposed PRNG.

**Monobit Test:** The goal of this test is to determine whether the frequency of 0’s and 1’s in binary sequences generated by the PRNG are approximately same [7]. Let \(n_0, n_1\) denote the number of 0’s and 1’s in binary sequences respectively. We calculate \(\chi^2\) by using the formula [7]:

\[
\chi^2 = \frac{(n_0 - n_1)^2}{n}
\]

which approximately follow a \(\chi^2\) distribution with one degree of freedom. The computed results are shown in Table 1. The calculated values of \(\chi^2\) are less as compared to the critical value of \(\chi^2\) at \(\alpha = 0.05\) (5% level of significance) and 1df (one degree of freedom). It means that these binary sequences pass the monobit test and can be said to be satisfactorily random with respect to this test [7].

Table 1. Shows the calculated \(\chi^2\) values for monobit test for two different large sized binary sequences having \(N=10000\) and 15000 corresponding to four different sets of parameter values.

<table>
<thead>
<tr>
<th>Size</th>
<th>Parameter</th>
<th>Calculated (\chi^2) value</th>
<th>Critical (\chi^2) value at (\alpha = 0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>((r_1, x_1, y_1, a))</td>
<td>0.0036</td>
<td>3.8415</td>
</tr>
<tr>
<td>10000</td>
<td>((r_2, x_2, y_2, b))</td>
<td>0.0016</td>
<td>3.8415</td>
</tr>
<tr>
<td>10000</td>
<td>((r_3, x_3, y_3, c))</td>
<td>0.9216</td>
<td>3.8415</td>
</tr>
<tr>
<td>10000</td>
<td>((r_4, x_4, y_4, d))</td>
<td>0.0324</td>
<td>3.8415</td>
</tr>
<tr>
<td>15000</td>
<td>((r_1, x_1, y_1, a))</td>
<td>0.3651</td>
<td>3.8415</td>
</tr>
<tr>
<td>15000</td>
<td>((r_2, x_2, y_2, b))</td>
<td>0.1563</td>
<td>3.8415</td>
</tr>
<tr>
<td>15000</td>
<td>((r_3, x_3, y_3, c))</td>
<td>0.6403</td>
<td>3.8415</td>
</tr>
<tr>
<td>15000</td>
<td>((r_4, x_4, y_4, d))</td>
<td>0.0096</td>
<td>3.8415</td>
</tr>
</tbody>
</table>

**Serial Test:** The goal of this test is to determine whether the number of occurrence of pairs 00, 01, 10 and 11 in the bit streams generated by PRNG is approximately same [7]. Let \(n_{00}, n_{01}, n_{10}\) and \(n_{11}\) denote the number of occurrence of pairs 00, 01, 10 and 11 respectively in the binary sequences. We calculate \(\chi^2\) by using the formula [7]:

\[
\chi^2 = \frac{4}{n-1} \left( \frac{n_{00}^2 + n_{01}^2 + n_{10}^2 + n_{11}^2}{n} - 2 \left( \frac{n_{00} + n_{11}}{n} \right) + 1 \right)
\]

and the computed values are found to follow approximately the \(\chi^2\) distribution with 2 degrees of freedom. The results are shown in Table 2. The calculated values of \(\chi^2\) are less than critical value of \(\chi^2\) at \(\alpha = 0.05\) (5% level of significance) and 2df (two degrees of freedom). It means that binary sequences pass the serial test and are satisfactorily random with respect to this test.

Table 2. Shows the calculated \(\chi^2\) values for serial test for two different large sized binary sequences having \(N=10000\) and 150000 corresponding to four different sets of parameter values.

<table>
<thead>
<tr>
<th>Size</th>
<th>Parameter</th>
<th>Calculated (\chi^2) value</th>
<th>Critical (\chi^2) value at (\alpha = 0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>((r_1, x_1, y_1, a))</td>
<td>1.0161</td>
<td>5.9915</td>
</tr>
<tr>
<td>10000</td>
<td>((r_2, x_2, y_2, b))</td>
<td>1.2720</td>
<td>5.9915</td>
</tr>
<tr>
<td>10000</td>
<td>((r_3, x_3, y_3, c))</td>
<td>3.1832</td>
<td>5.9915</td>
</tr>
<tr>
<td>10000</td>
<td>((r_4, x_4, y_4, d))</td>
<td>1.0932</td>
<td>5.9915</td>
</tr>
<tr>
<td>15000</td>
<td>((r_1, x_1, y_1, a))</td>
<td>2.9798</td>
<td>5.9915</td>
</tr>
<tr>
<td>15000</td>
<td>((r_2, x_2, y_2, b))</td>
<td>3.1754</td>
<td>5.9915</td>
</tr>
<tr>
<td>15000</td>
<td>((r_3, x_3, y_3, c))</td>
<td>4.2791</td>
<td>5.9915</td>
</tr>
<tr>
<td>15000</td>
<td>((r_4, x_4, y_4, d))</td>
<td>2.0199</td>
<td>5.9915</td>
</tr>
</tbody>
</table>

In addition to the statistical tests discussed above, the US NIST statistical test suite provides 15 statistical tests to detect deviations of a binary sequence from randomness. A statistical test is formulated to test a null hypothesis which states that the sequence being tested is random. There is also an alternative hypothesis which states that the sequence is not random. For each test, there is an associated reference distribution (typically normal distribution or \(\chi^2\) distribution), based on which a P-value is computed from the binary sequence. If the P-value is greater than a predefined threshold \(\alpha\) which is also called significance level, then the sequence would be considered to be random with a confidence of \(1 - \alpha\), and the sequence passes the test successfully. Otherwise, the sequence fails this test. A P-value of zero indicates that the sequence appears to be completely non-random, and the larger the P-value is, the closer a sequence is to a perfect random sequence. In our experiment, we set \(\alpha\) to its default value 0.01, which means a sequence passed the test is considered as random with 99% confidence. Before presenting the test results of our proposed three approaches, we would first introduce all 16 statistical tests briefly as follows. A more detailed description for those tests could be found in [11].

**Frequency test (FT):** The goal of this test is to determine whether the number of ones and zeros in a sequence are approximately the same. It is recommended that each sequence to be tested consist of a minimum of 100 bits (i.e., \(n \geq 100\)).
Frequency Test within a Block (FTB): The goal of this test is to determine whether the frequency of ones is an M-bit block is approximately $\frac{m}{2}$.

Runs test (RT): The goal of the runs test is to determine whether the number of runs of ones and zeros of various lengths is as expected for a random sequence, where a run is an uninterrupted sequence of identical bits. It is recommended that each sequence to be tested consist of a minimum of 100 bits (i.e., $n \geq 100$).

Test for the longest run of ones in a block (LROBT): The goal of this test is to determine whether the length of the longest run of ones within the tested sequence is as expected for a random sequence. It is recommended that each sequence to be tested consist of a minimum of 6272 bits for $M=128$.

Binary matrix rank test (BMRT): The goal of this test is to check for linear independence among fixed length substrings of the original sequence. It is recommended that each sequence to be tested consist of a minimum of $10^5$ bits (i.e., $n \geq 10^5$).

Discrete fourier transform test (DFTT): The goal of this test is to detect periodic features in the tested sequence that would indicate a deviation from the assumption of randomness. It is recommended that each sequence to be tested consist of a minimum of 100 bits (i.e., $n \geq 100$).

Non-overlapping template matching test (NTMT): The goal of this test is to reject sequences that exhibit too many occurrences of a given aperiodic pattern. The length in bits of each template is set to 9. It is recommended that each sequence to be tested consist of a minimum of 1000 bits (i.e., $n \geq 1000$).

Overlapping template matching test (OTMT): The goal of this test is to reject sequences that show deviations from the expected number of runs of ones of a given length. The default length of the run of ones is set to 9. It is recommended that each sequence to be tested consist of a minimum of $10^6$ bits (i.e., $n \geq 10^6$).

Maurer’s universal statistical test (MUST): The goal of the test is to detect whether or not the sequence can be significantly compressed without loss of information. The default length of each block is set to 1280 and the default number of blocks in the initialization sequence is set to 7. It is recommended that each sequence to be tested consist of a minimum of 904,960 bits (i.e., $n \geq 904,960$).

Linear complexity test (LCT): The goal of this test is to determine whether or not the sequence is complex enough to be considered random, where the linear complexity is determined by the Berlekamp–Massey algorithm. The default length of each block is set to 500 bits. It is recommended that each sequence to be tested consist of a minimum of $10^6$ bits (i.e., $n \geq 10^6$).

Serial test (ST): The goal of this test is to determine whether the number of occurrences of the 2m m-bit overlapping patterns is approximately the same as would be expected for a random sequence. The default length of each block is set to 16 bits. It is recommended that each sequence to be tested consist of a minimum of $10^6$ bits (i.e., $n \geq 10^6$).

Approximate entropy test (AET): The goal of the test is to compare the frequency of overlapping blocks of two consecutive/adjacent lengths ($m$ and $m + 1$) against the expected result for a random sequence. The default length of each block is set to 10 bits. It is recommended that each sequence to be tested consist of a minimum of $2^{12}$ bits (i.e., $n \geq 2^{12}$).

Cumulative sum test (CST): The goal of the test is to determine whether the cumulative sum of the partial sequences occurring in the tested sequence is too large or too small relative to the expected behavior of that cumulative sum for random sequences. It is recommended that each sequence to be tested consist of a minimum of 100 bits (i.e., $n \geq 100$).

Random excursions test (RET): The goal of this test is to determine if the number of visits to a state within a random walk exceeds what one would expect for a random sequence. It is recommended that each sequence to be tested consist of a minimum of $10^6$ bits (i.e., $n \geq 10^6$).

Random excursions variant test (REVT): The goal of this test is to detect deviations from the expected number of occurrences of various states in the random walk. It is recommended that each sequence to be tested consist of a minimum of $10^6$ bits (i.e., $n \geq 10^6$).

The NIST suite tests were performed on four binary sequences, each containing $2^{20}$ bits. The P-value as well as final results obtained from the NIST suite for four different sets are given in Table 3. The PRNG successfully passes all randomness tests of NIST suite.

<table>
<thead>
<tr>
<th>NIST Tests</th>
<th>$f_1, x_1, y_1, d$</th>
<th>$f_2, x_2, y_2, d$</th>
<th>$f_3, x_3, y_3, d$</th>
<th>$f_4, x_4, y_4, d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT</td>
<td>0.701859</td>
<td>0.789024</td>
<td>0.945500</td>
<td>0.964170</td>
</tr>
<tr>
<td>FBT</td>
<td>0.520306</td>
<td>0.216087</td>
<td>0.117780</td>
<td>0.393870</td>
</tr>
<tr>
<td>RT</td>
<td>0.158536</td>
<td>0.851214</td>
<td>0.276645</td>
<td>0.606118</td>
</tr>
<tr>
<td>LROBT</td>
<td>0.602752</td>
<td>0.730143</td>
<td>0.790260</td>
<td>0.159591</td>
</tr>
<tr>
<td>RBMRT</td>
<td>0.561422</td>
<td>0.394378</td>
<td>0.591566</td>
<td>0.510643</td>
</tr>
<tr>
<td>DFTT</td>
<td>0.231903</td>
<td>0.630986</td>
<td>0.276625</td>
<td>0.023156</td>
</tr>
<tr>
<td>ATMT</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>PTMT</td>
<td>0.665345</td>
<td>0.093392</td>
<td>0.764690</td>
<td>0.399512</td>
</tr>
<tr>
<td>MUST</td>
<td>0.975385</td>
<td>0.673747</td>
<td>0.684394</td>
<td>0.642245</td>
</tr>
<tr>
<td>LCT</td>
<td>0.91286</td>
<td>0.91698</td>
<td>0.87837</td>
<td>0.72932</td>
</tr>
<tr>
<td>ST (P1)</td>
<td>0.105117</td>
<td>0.131160</td>
<td>0.250763</td>
<td>0.319768</td>
</tr>
<tr>
<td>(P2)</td>
<td>0.046667</td>
<td>0.067172</td>
<td>0.152698</td>
<td>0.169570</td>
</tr>
<tr>
<td>AET</td>
<td>0.143994</td>
<td>0.035079</td>
<td>0.541637</td>
<td>0.672321</td>
</tr>
<tr>
<td>CST (FORWA D) (REVERS E)</td>
<td>0.931691 0.600018</td>
<td>0.939282 0.857153</td>
<td>0.831316 0.792883</td>
<td>0.651691 0.693584</td>
</tr>
<tr>
<td>RET</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>REVNT</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
<td>SUCCESS</td>
</tr>
</tbody>
</table>

Table 3. Shows the P-values obtained from NIST suite for fifteen different tests. The P-values are obtained for four different sets of parameters for each test.
5. CONCLUSIONS

We have proposed a new PRNG which is more speed, convenient, simple and secure than general PRNGs. Many PRNGs using chaotic maps have been established. Most of them have very complex structures. As we know, complexity of defining equations of the deterministic processes is not a necessary condition for generation of a random binary sequence, as well as, this complexity makes the use of PRNGs be boring. Therefore, we have proposed the new simple PRNG based on image processing that the image has the uniform two color distribution similarly evolving along its length and width i.e. it is symmetric with respect to the y=x. To demonstrate these features, we use simplest chaotic map and image, that is, chaotic logistic map and checkerboard. To evaluate the randomness and uniformity, we have employed two different statistical tests i.e. monobit test and serial test on several large sized binary sequences, generated by the PRNG. These binary sequences pass all two tests successfully. Further, the most stringent tests of randomness, the NIST suite tests have also been performed to evaluate the randomness and uniformity, we have employed on several large sized binary sequences, generated by the PRNG. We suggest the use of the random binary sequences generated by the proposed PRNG to design new secure cryptosystems.
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